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~ Cloud Scale Innovations for

Security and Flash Storage

Kushagra Vaid

Distinguished Engineer & General Manager
Microsoft

OPEN HARDWARE. OPEN SOFTWARE. OPEN FUTURE.

A A [eren



Microsoft & OCP

~ Joined Open Compute Foundation
~ Open Cloud Server (OCS) Spec

Cloud SSD M.2 Spec

2015

Local Energy Storage — Server UPS
Switch Abstraction Interface (SAI)
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Project Olympus expansion — “A
Intel/AMD/ARM®64, GPU, JBOD, JBOF ® ‘
Project Cerberus Spec



Learn more

Tues March 20 Weds March 21

1:30pm-1:45pm 9:00am - 9:30am
Project Olympus: Top Ten Project Olympus: Open Sourced Systems Available
Questions Answered Today

10:00am - 12:00pm

Security Team Work Session
10:00am -10:15am

Project Olympus: Expansion Chassis
10:30am - 10:50am

SONIC: Programmability, Extensibility and
Beyond

10:30am - 11:00am
Denali: The Next-Generation High Density Storage
Interface

1:00pm - 1:20pm
SIA Update and Looking Forward
1:00pm - 2:00pm
Project Cerberus
2:00pm - 3:00pm

Firmware, the Final Frontier: Achieving the Promise of
OCP by Making OCP Nodes Truly Flexible

2:00pm-2:25pm
Project Olympus: Fulfilling the Promise of
Open Hardware




“Cybersecurity is like going to the gym.
You can't get better by watching others,

you've got to get there every day.”

Satya Nadella
CEO, Microsoft
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Project Cerberus | Hardware Root of Trust

Cerberus Riser Card
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Cerberus

Cerberus on card)

(on motherboard)

Cerberus
(in device)




Project Cerberus | Ecosystem partners

& Microsoft (intel“) BROADCOM.
n & cAVIUM

ASPEED Qualcommw

() IBMCloud
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Project Denah



Challenges with current SSDs

Every generation is completely new

* Requires monolithic approach
 New media, controller, and firmware

Flash Controller
Address Mapping

Garbage Collection

Wear Leveling

Enterprise SSDs aren’t designed for the Cloud

* Not adaptable to changing workload patterns
 Data layout statically managed

Manage Bad Blocks

Manage Media

Power Failure

Becoming too complex with new services

* Object based interfaces
* Integrated applications / accelerators

Industry fragmentation
 Limits innovation and adoption



Project Denali

Next generation SSD standard
Cloud First

Disaggregated architecture
Choice and flexibility

Agility for new NAND and storage class
memory for the next decade

Software Defined SSD driven by
the application




The disaggregation of flash storage

Hardware managed (SSD) Software defined (Direct) Software defined (Offloaded)

| Host | Host | Host |
Address mapping

Garbage collection

Wear leveling SoC or FPGA
Address mapping

Garbage collection Accelerators

SSD Drive Wear leveling

Address mapping pBLK interface

Garbage collection

Wear leveling

SSD Media drive SSD Media drive

Manage bad blocks

Manage bad blocks Manage bad blocks

Manage media

Manage media Manage media

Power failure

Power failure Power failure




Project Denali | Ecosystem partners
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Speed & Capacity ANDFvL VY
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Project Palix
1ZB in a rack

1.69 RY)NA NFD

Madison architecture

Allows us to cost effectively deploy 1689 Petabitsy/sec of inter datacenter switching

Project Silica | New media for a new era Storing more than 1ZB in a datacenter rack

High cont Mgh grower Coberent Low coat lum power Madiscn
Ty per 1B pas & To/x per Niver pain Creating a cloud storage system
using data stored in quarts glass
V' ond lasers)
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© 2018 Microsoft Corporation. All rights reserved. Microsoft, Windows, Windows Vista and other product names are or may be registered trademarks and/or trademarks in the U.S. and/or other countries.
The information herein is for informational purposes only and represents the current view of Microsoft Corporation as of the date of this presentation. Because Microsoft must respond to changing market conditions, it should not be interpreted to be a commitment
on the part of Microsoft, and Microsoft cannot guarantee the accuracy of any information provided after the date of this presentation. MICROSOFT MAKES NO WARRANTIES, EXPRESS, IMPLIED OR STATUTORY, AS TO THE INFORMATION IN THIS PRESENTATION.



