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Today's topics

Background

⚫ Why we need IOWN technology for energy efficiency?

⚫ IOWN ... The World Aimed at by “Photonics-Electronics Convergence (PEC) 
Technology”

Photonics-Electronics Convergence (PEC) changes computers ... DCI

⚫ Photonics-Electronics Convergence device for reducing power consumption in high-
speed communication

⚫ Architectural Proposals for High-Speed Optical I/O ... DCI using PEC

⚫ Power saving effect of the proposed configuration

Image of future DCI using PEC-3

Summary
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Growing Traffics and Power consumption

Traffic Data

Power
Technology 

Stagnation
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NTT Group's New Environment and Energy Vision

"NTT Green Innovation toward 2040"

Figure 1 Illustration of NTT Group greenhouse gas emission reductions (domestic and overseas)

NTT Group's New Environment and Energy Vision"NTT Green Innovation toward 2040" | Press Release | NTT

https://group.ntt/en/newsrelease/2021/09/28/210928a.html


4Copyright 2024 NTT CORPORATION

What is IOWN?

4

Concept of Innovative Optical and Wireless Network(IOWN)
All Photonics Networks, Digital Twin Computing, Cognitive
Creating a Smart Society through the Three Elements of the Foundation

https://www.rd.ntt/e/iown/

https://www.rd.ntt/e/iown/
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“Transmitting”
by Photonics Technology

“Processing”
by Electronics Technology

“Photonics-Electronics 
Convergence”

Combination of photonics & electronics 
for next gen networking and computing

Key Technology for IOWN: 

Photonics-Electronics Convergence (PEC) Devices
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Electric link v.s. Optical link

High-speed communication consumes a lot of power.
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Courtesy of NEDO 

(2015.6.16)

Optical Link

Optical Link is the essensial piece of making lower power, 
higher performance and longer distance.



7Copyright 2024 NTT CORPORATION

PEC-3PEC-2PEC-1first generation

PEC for chip-to-chip
connection
(IMDD, in package)

PEC for board-to-board
connection
(IMDD, specialized package)

PEC for Pluggable TransceiversPEC * for relay equipment
(DSP and COSA
separate package)

COSA DSP
COSA
+DSP

PEC-1
DSP and COSA 
in separate 
packages

PEC1-2
DSP and COSA
in the same package

Board

100G/200G Commercialized 2023 ~2025 2028~Commercialized

※PEC...Photonics-Electronics Convergence

Chip
Package

PEC

PECPEC

COSA...Coherent Optical Sub-Assembly
DSP...Digital Signal Processor
IMDD … Intensity-Modulation Direct-Detection

PEC

Reference https://www.rd.ntt/download/NTT_TRFSW_2022_J.pdf

Also, NTT技術ジャーナル2024年1月号

R&D Roadmap for 

Photonics-Electronics Convergence (PEC) Devices

https://www.rd.ntt/download/NTT_TRFSW_2022_J.pdf
https://journal.ntt.co.jp/wp-content/uploads/2023/12/JN202401_2.pdf
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Computer Using Photonics-Electronics Convergence Devices

Inter-chip
 (m - cm)

Intra-datacenter

 (< 2 km)

Photonics connects computers 

Inter-datacenter
 (＜120 km)

Intra-chip

• Optical NWs have already been installed into DCs and HPCs. With this flow, optical NWs will be employed between 

cores and installed even into chip.

• NTT has already demonstrated calculation of optical line rate by using the optical NW. NTT believed this also will 

move to short range NW.

Long-haul

Photonics connects devices in  

computers

Computer architecture needs to 
be changed to be suitable for 

photonics.

Data-Centric Computing (DCI) with Photonics

photonics-electronics 

convergence device 

(PEC device)
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IOWN Global Forum DCI Overall Architecture

https://iowngf.org/wp-content/uploads/formidable/21/IOWN-GF-RD-

System_and_Technology_Outlook_1.0-1.pdf

Overall Architecture

https://iowngf.org/wp-content/uploads/2023/04/IOWN-GF-RD-

DCI_Functional_Architecture-2.0.pdf

DCI (Data-Centric Infrastructure) provides computing resources

Computing resources (CPU, GPU, 
Memory, Storage...) pool

Photonic interconnect

Open APN

Photonics-Electronics Convergence 
   changes computing (DCI) and 

communications (APN)

APN (All-Photonic Network) provides end-to-end optical path

PEC-2
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Concept of DCI with Photonics for IOWN
• Use Photonics-electronics convergence (PEC) devices for maximizing the power efficiency of computing 

servers.

Conventional architecture DCI with Photonics

• Each “Chassis” is the granularity of expansion.

• Internal ”box” is optimized for each, but some penalty for 

multiple stack for large computing.

Internal Electric BUS

TCP/IP over Ether External Network 
Large latency, Limited bandwidth, Additional processing 

time for packet processing ,..etc.

1. Each “device” is the granularity of expansion.

2. “Devices” are interconnected by large bandwidth, low latency 

     optical communications.

3. CPU processes are largely off-loaded to multiple accelerators, 

     the necessary process for CPU is mainly to decide computing 

     flows.

Direct optical 

communication 

between “devices”  

using PEC 

Direct optical 

communication enables

rack-scale or datacenter-

scale computer with low 

penalty

PEC

Server
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Program optimization for DCI

Current big CPU

Decode

Decrypt

Inference

Intel CPU
Core Core

Core Core

Graphic

Codec Encrypt

Simple CPU

Connection by optics

Processing by multiple accelerators

Fat pipe by optical communication 

enables combined use of appropriate 

accelerators, with low penalty and high 

power efficiency

Software processing

CPU centric
CPU communication penalty with outside of 

the chip is very large.

To avoid communication penalties, almost all 

processes should be done by software within 

the CPU core.

Process

Process

Process

Input

Process

Output

Inference
Accelerator

Memory

Codec
 Accelerator

Simple CPU

Decrypt
Accelerator

Disaggregation 
by functions

Conventional architecture DCI with Photonics

e.g. GPUs are more faster and power efficient 

than CPUs 
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DCI Direct communication between processors

Autonomous communication by dedicated processors enables data transfer without 
involving CPUs, realizing a new computing paradigm based on dedicated processors.

CPU

FPGA GPUFPGA

FPGA GPUFPGA

Conventional technology

CPU-centric

Bottleneck point

Direct communication between
dedicated processors 

(accelerators)
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Flexible allocation can 
reduce power consumption

Complexed processing

Lightweight-processing

FPGA GPU FPGA

FPGA GPU FPGA

GPU FPGAFPGA

FPGA GPUFPGA

Policy-based
composition

Security cameras

Day time

Night time

Processing video streams

Optimal composition of dedicated processors according to application and scene.

DCI Flexible reconfiguration of dedicated processors

Many processors are 
allocated

Less processors are 
allocated
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DCI controller technology

DCI Controller software will help users to automate resource allocation.

Function arithmetic unit Processing method

preprocessing FPGA smoothing

inference 

processing

GPU Yolo v4 (Object 

Detection)

Secure Send FPGA vGW Service

... ... ...

• sensor utilization
• Data Format

Network

Device Edge MEC and large-scale DC User Sites

• Secure NW Delivery • analysis algorithm
• data operation technique
• Hardware Offload

• Secure NW Delivery • Data Visualization
• UI/UX
• serviceability

Network

Data
acquisition and 

formatting

Secure
data transmission

Secure
data reception

data preprocessing
(Normalization)

inference 
processing 
execution

Secure
data reception

Secure
data transmission

data utilization
App

Defined by abstract functional blocks

GPUFPGA FPGA FPGACPU CPUCPUNICCPU NIC

Process Catalog Lookup

DCI Controller

creation instruction

functional deployment

analytical data userData analysis system providerData collection and distribution system provider
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Inference Model
• Heavyweight（the day）：YoloV4-p6（1280×1280, fp16)
• Lightweight（night）：YoloV3 tiny（416×416, int8)

Host server：Supermicro SYS420GP-TNRT
PCIe expansion chassis：Falcon 4210

Decode Pre-proc.
（Filter/Resize） 

Inference
(Advanced) 

Screen showing 
inference results

Video 
distribution

FPGA FPGA
FPGA FPGA

4K/5fps/7 cameras
4K/15fps/1 camera

FPGA FPGA

Decode Pre-proc.
（Filter/Resize） 

Inference
(Advanced) 

Screen showing 
inference results

Inference
(Standard) 

Power 
monitor

4K/15fps/8 cameras

CPU：Intel Xeon Gold 6346
FPGA：AMD(Xilinx) U250
GPU：
• Heavyweight（the day）：Nvidia A100
• Lightweight（night）：Nvidia T4

GPU

GPU

GPU

Human detection at night

Human detection during the 
day

Allocate the optimal dedicated processors
as needed according to scene changes

Prototype evaluation
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Prototype evaluation result

Human detection during the day

Human detection at night

Baseline (conventional)
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PEC-3PEC-2PEC-1first generation

PEC for chip-to-chip
connection
(IMDD, in package)

PEC for board-to-board
connection
(IMDD, specialized package)

PEC for Pluggable TransceiversPEC * for relay equipment
(DSP and COSA
separate package)

COSA DSP
COSA
+DSP

Generation2-1
DSP and COSA 
in separate 
packages

Generation2-2
DSP and COSA
in the same package

Board

100G/200G Commercialized 2023 ~2025 2028~Commercialized

※PEC...Photonics-Electronics Convergence

Chip
Package

PEC

PECPEC

COSA...Coherent Optical Sub-Assembly
DSP...Digital Signal Processor
IMDD … Intensity-Modulation Direct-Detection

PEC

Reference https://www.rd.ntt/download/NTT_TRFSW_2022_J.pdf

Also, NTT技術ジャーナル2024年1月号

In the future ...PEC-3
come into a computer

R&D Roadmap for 

Photonics-Electronics Convergence (PEC) Devices

https://www.rd.ntt/download/NTT_TRFSW_2022_J.pdf
https://journal.ntt.co.jp/wp-content/uploads/2023/12/JN202401_2.pdf
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Image of future DCI using PEC-3

Compact, high-density 
Photonics-Electronics Convergence device (PEC-3)
is installed close to the LSI die.
・Miniaturization and higher density make devices closer to LSIs

Shorten the electrical transmission distance as much as possible.
=>Realization of wider bandwidth and lower power consumption

PEC-3
(Photonics-Electronics 

Convergence Device 3)

Realizing the rack scale computers by 
Direct optical connection between cards and components

DCI Image Mockup



19Copyright 2024 NTT CORPORATION

Summary

• Introduced IOWN technology for improving energy efficiency.

• Data-Centric Infrastucture (DCI) with Photonics has been proposed as a 

technology using Photonics-Electronics Convergence (PEC) technology.

• Prototype evaluation results gets 74.5% and 62.8% in power consumption 

reduction. (at low-workload and the busy-workload respectively.)

• In the future DCI, PEC-3 will be adapted to DCI. It can realize rack-scale 

computers (DCI with PEC-3). DCI with PEC-3 will get further energy efficiency 

and further flexibility of configuration. 
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